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Abstract—Spatial audio technologies are becoming a funda-
mental requirement for guaranteeing immersive auditory expe-
riences in various applications such as Augmented and Virtual
Reality up to the Metaverse. With the rise of mobile and edge
computing, there is a growing interest in exploring spatial audio
algorithms performance on edge infrastructures. This paper
presents an evaluation of two different spatial audio algorithms
and the potential for offloading the real time spatial audio pro-
cessing on a Mobile Edge Computing (MEC) infrastructure. The
presented results were obtained through evaluations performed
on a real operator network, and they demonstrate the feasibility
of offloading the computation of spatial audio algorithms at the
network edge. No difference in terms of performance between
the two algorithms was observed under the assumed scenario.

Index Terms—Metaverse, immersivity, spatial audio, binaural
rendering, multi-access edge computing, SG, networked music
performance

I. INTRODUCTION

Recent advances in communication technologies as 5Sth
Generation (5G) and beyond have pushed the development
of new applications, moving from public safety [1], [2], up
to networked music performance [3], virtual reality [4], and
augmented reality [5], whose final arrival seems to be, so
far, the metaverse [6]. A unified definition of the concept
of metaverse does not exist so far, it is surely a concept
popularized by science fiction literature and films, which has
rapidly transformed from a futuristic vision to an imminent
reality. Basing on [7], the characteristics of the metaverse are:

o immersivity: it has to guarantee a realistic experience to
the users;

 persistence: it has to exist even if none is logged in;

« interactivity: it has to guarantee a high level of interaction
between users through a large variety of sensors;

o socialization: it has to allow the users to share their
experiences and knowledge trough various platforms;
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o customization: the virtual environment must be person-
alised;

e economy: it has to include a virtual economic system for
commercialization of services and virtual objects.

In this paper we focus on a solution to increase immersivity in
the metaverse through spatial audio techniques for auralization
[8]. The latter term is referred to the process of creating
an auditory representation or simulation of a physical space
or an acoustic environment. It allows a user to listen to
how a sound would propagate and be perceived in a given
space. Various solutions exist in the literature to achieve this
purpose, some of them are proprietary as Dolby ATMOS,
Sony 360 Reality Audio, Sennheiser AMBEO, while others
come from open scientific research such as Vector Based
Amplitude Panning (VBAP) [9], Distance Based Amplitude
Panning (DBAP) [10], Ambisonics [11]. These solutions are
usually employed on multichannel loudspeakers setup, instead,
when the aim is to recreate the perception of sound through
headphones, binaural rendering has to be used [12]. It takes
into account the filtering and modifications that occur as sound
reaches each ear, including interaural time differences (ITDs)
and interaural level differences (ILDs). Binaural rendering
relies on Head-Related Impulse Responses (HRIRs) to capture
the individualized acoustic characteristics of the listener and
provide an accurate spatial audio experience for headphones
playback [13].

Since the concept of metaverse is strictly related to the
Internet, dealing with spatial audio on the metaverse implies
relating to the emerging paradigm of Internet of Sounds (IoS),
given that the considered scenario refers to audio processing
in a networked context [14]. The requirements imposed by
this scenario can be satisfied by relying on a efficient and
reliable communication link. In this context 5G and beyond
communication networks play a fundamental role. 5G synergy
with Virtual Network Functions (VNFs), Multi-Access Edge
Computing (MEC), and Network Slicing forms the backbone
of a dynamic and efficient network ecosystem, where services
can be virtualized, localized, and customized to increased
flexibility at the application layer [15]. These capabilities may



in turn allow to address some of the IoS challenges such
as (i) platform independence by only sending uncompressed
audio signals to the final users, (ii) low latency audio by
exploiting important computation capabilities at the network
side (iii) optimization of resources consumption by lightening
the computational burden at the user side.

In this paper, we want to evaluate the effects of moving
the computation of the spatial audio service to the network,
as close as possible to the user, through the MEC paradigm.
To the authors knowledge, this is one of the first papers
dealing with spatial audio over MEC that presents an effective
implementation of a headtracked binaural service on a real 5G
network. This procedure is expected to show the double advan-
tage of lightening the computational weight at the local user,
by offloading the most of spatial audio service computations
to the network side, while maintaining the latency very low
due to the physical closeness of the MEC server to the final
user, thus keep on guaranteeing a high Quality of Experience
(QoE) as a local implementation.

The remaining of the paper is organized as follows: Section
II describes the context of the presented study, discussing the
exploited binaural rendering algorithms in II-A, while network
architectures enabling the feasibility of the proposed scenario
are discussed in II-B. Section III presents the technical solu-
tions adopted for the implementation of the case study, while
results are discussed in Section IV. Finally conclusions and
future works are drawn in Section V.

II. SCENARIO

In this preliminary study, we considered applications with
only three degrees of freedom (3DoF), thus rendering the
virtual sound with respect to head movements along three
possible axes (i.e. yaw, pitch, roll), even if the plan is to
implement a whole AR service at the edge allowing the user
to also move in the virtual space along z, y, 2 coordinates (six
degrees of freedom [6DoF] [16]).

The scenario is composed by a final user, wearing head-
phones, who is listening to a sound source in a virtual
environment. The sound may stand still or move along a
trajectory which is independent from the user’s movements,
and since the whole virtual soundfield must be maintained, the
two audio channels at the left and right ears of the listeners are
computed through binaural rendering solutions that take into
account head movements. The binaural rendering computation
is offloaded to the server, while the client, i.e. the final user,
transmits head positions data and receives two audio channels.
In particular we exploit two different methods to obtain
binaural audio, i.e. the classical one based on convolutions
with changing HRIRs and another based on the concept of
virtual loudspeakers in Ambisonics as explained below.

A. Binaural rendering algorithms

Despite the important advantages introduced by next gener-
ation communication protocols, the physical distance between
elements of the network is a source of packet losses and
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Fig. 1. Simple binaural rendering.

delays that has to be considered while implementing a remote
immersive service.

It is well known that the minimum threshold for the detec-
tion of latency in dynamic binaural listening can be fixed at
50 ms, based on perception studies as [17]. Thus, given the
inherent network limitations, it is important to properly chose
the spatialization algorithm and binaural rendering solutions
to reduce as much as possible the computational latency.

In section I we have already discussed about the large
availability of sound spatialization solutions. In this section
we detail the two solutions that have been considered to make
tests on the network infrastructure. As a baseline solution, the
typical binaural rendering obtained by convolving the virtual
sound source position with the corresponding HRIRs has been
assumed, see Fig. 1, [18]. That is, considering the mono sound
source s(t) to be located at (6, ¢) with respect to the listener
position, the signals to be reproduced to channels left (L) and
right (R) of the headphones are:

yL(t,0,0) = s(t) @ HRIRL (0, ¢) (1)

The second solution for the implementation of binaural
rendering is based on the idea of virtual loudspeakers [19]. It
basically assumes to virtually decode the spatialized signal on
a certain number of loudspeakers, which, for binaural render-
ing purposes, are in turn considered as virtual sound sources
and thus treated following the baseline procedure previously
discussed, this is reported in Fig. 2. This approach has the
great advantage of maintaining fixed the position of the sound
sources (i.e. the positions of the virtual loudspeakers), because
the head rotation is converted into an opposite rotation of the
whole soundfield before the decoding phase, as described in
Fig. 3.

B. Network architecture

The 3GPP (3rd Generation Partnership Project) defines a
number of deployment options to ease the transition from 4G
to 5G standard. The choice on how to deploy 5G is up to
the telecommunication operators and depends by many factors
including licensed spectrum, geographical and morphological
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Fig. 2. Virtual loudspeakers based binaural rendering.

aspects, capabilities of chosen equipment, and business factors.
The current mobile networks rely on GTP (GPRS Tunnelling
Protocol) to encapsulate data-plane traffic into layer 2 frames.
The main purpose of encapsulating packets into GTP protocol
is to support user mobility which is something that the IP
protocol itself does not provide by default. This means the
user traffic has no visibility of the IP layer 3 so not being
able to forward packets to the final destination prior being
decapsulated from the 5G core.

The network architecture considered is a Non Stand Alone
(NSA) 5G deployment as per the telco operator’s availability
with whom we collaborate. It is worth noticing that telco
operators have not yet deployed a 5G SA architecture so far in
Italy, so for a real network implementation we had no choice.

Fig. 4 depicts the NSA deployment. Focusing on the bottom
part of the figure it is possible to isolate a subgroup of the
deployment composed by UE2, UE3, 5G Edge Core, and
Multi-access Edge Computing that itself can be considered as
a Stand Alone (SA) deployment for the application that can
be run locally, without requiring the connectivity to a cloud
server. The NSA architecture shown on the upper part of Fig.
4 is characterised by the need of reaching the Data Center
Facilities layer to enable communication from different users
coming from the network. It is worth noting that Round-Trip-
Times (RTTs) from Edge to Core and from Core to Cloud are
influenced by the geographical distances, the complexity of

traversed networks, and the network congestion that may occur
during peak hours. The network architecture shown in Fig. 4
enable the deployment and the placement of the 5G Service
Based Architecture (SBA) components needed to lower the
latency at the Edge layer. In particular, a User Plane Function
(UPF) is required at the Edge layer to forward user-plane
traffic to the MEC server as shown in 4. The closer the UPF is
to the Next Generation Node B (gNB), the lower the RTT is,
so increasing overall system performances. At the same time,
placing UPFs at gNB calls to deploy more UPFs so requiring
higher control and coordination in the network and may
require additional computation and networking capabilities
than running one single centralised UPF. Having a number of
UPFs also means the system reliability is increased as the loss
of one single UPF affects only a small portion of the users.
This leads to a trade off between the number of deployed UPF
and the computation and network resources to be deployed
into the loop. UPFs should be deployed at the edge only
when needed to support low latency scenarios. In our reference
architecture, we have the UPF at the edge layer, co-located
with the Micro Data Center running the MEC Platform. This
is a good trade-off as it does not require deploying a number of
ad-hoc micro datacenters at the gNB side but it only requires to
deploy MEC servers at edge layer of the networks. As long as
the gNBs are conencted through low latency and high capacity
links (i.e., optical fiber) the system is able to serve low latency
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Fig. 3. Virtual loudspeakers based binaural rendering with head tracking.



to the end users. In our application, the traffic from and to the
users can follow one of the possible paths depicted in Fig. 4,
accordingly to the available network architecture. This depends
by the presence of the MEC platform. If a MEC platform
is present, it is possible to enable the presented architecture
deploying a 5G UPF able to forward the traffic to the proper
MEC node.

III. IMPLEMENTATION

Concerning the spatial audio service, we implemented the
two solutions described in section II, with Cycling *74 Max
software, a graphical software coming from the experimental
music world which is now used by many researches in the field
of multimedia [20]. It has been created by Miller Puckette who
also developed an open source version known as Pure Data
[21]. Both of these softwares are written in C.

As previously stated, the most of the computations have to
be assigned to the edge server, thus two different patches have
been designed, one for the end user device, which is in charge
of sending head tracking data, and two patches at the network
side, running respectively the classical solution and the virtual
loudspeakers based one.

A. Max MSP

1) Client: The client receives the spatialized audio com-
puted as a function of the information related to the position
of the head. The client thus sends Head Tracker (HT) data and
receives two audio channels. In our implementation shown,
the HT acquisition takes place through a Supperware 1 mod
head tracker whose parameters are managed by the Bridgehead
application [22]. One limitation of Bridgehead is that the
maximum data tracking rate is 100Hz. The acquired data is
sent from Bridgehead to Max MSP via the UDP protocol to
the patch on the server. Fig. 6 shows the client patch and the
Bridghead application.

2) Server: Two different patches have been uploaded on
the server, corresponding to the two considered methods for
achieving binaural rendering. In both cases, the patch on the
server takes the information about the current position of the
final user’s head and uses it either to chose the proper HRIRs
for convolution with the sound to be spatialized, or to apply
the rotation of the soundfield before Ambisonics decoding.
In the case of the classic solution depicted in Fig. 7, Spat5
objects were used. Spat is a real-time spatial audio processor
that allows composers, sound artists, performers, and sound
engineers to control the localization of sound sources in 3D au-
ditory spaces [23]. External libraries such as HIRT (HISSTools
Impulse Response Toolbox) [24], ICST (Institute for Computer
Music and Sound Technology) Ambisonic [25] were used in
the virtual loudspeakers implementation in Fig. 8. In particular,
the [multiconvolve] object capable of convolving at almost 0
latency was used. Comparing the two implementations, one
of the most obvious differences is the CPU usage. In the Spat
implementation the CPU works much more than in the fixed
HRIR implementation.

B. Jacktrip

The audio information is passed from the server to the user
via CCRMA’s Jacktrip [26]. It is a system for High-Quality,
low latency, Audio Network Performance over the Internet via
UDP packets. Jacktrip supports bidirectional, uncompressed
audio steaming with any number of channels. For jacktrip to
work it is necessary that all connected hardware and software
must have the same sampling rate (bandwidth) and buffer size
(packet size). In our case the sampling frequency was at 44100
Hz and Buffer size at 512 samples. This determines an inherent
latency of?:

Buffer si
uffer size — 11.6ms

Sampling Frequency

It is also important to underline that the quality of the
internet service determines audio quality and latency.

C. Network configuration

For this work, we had the chance of exploiting a real 5G net-
work from an Italian operator. The operator provided access at
experimental users to a MEC node deployed at 100km distance
from the City of L’ Aquila. The access to the MEC node was
granted to the experimental users utilizing a purposely-built
mobile Access Point Name (APN). For the radio segment the
experimental users were able to attach to the commercial RAN
of the operator, which exploits Dynamic Spectrum Sharing
(DSS) on Frequency Division Duplex (FDD) frequency of
1800 MHz.

IV. RESULTS

For evaluating the feasibility of the proposed solution we
set up the virtual machine on the MEC server, uploaded the
two patches on the server and specified some parameters. In
particular concerning the buffer size on QjackCTL it was fixed
to 512 samples, because any reduction was causing packet
losses. Also the HT rate has been fixed to 100 Hz for latency
savings.

Before making any objective evaluation, we decided to
proceed with subjective listening tests. They involved two
musicians and two engineers as final users, in addition to the
authors of this paper. The task was to evaluate on a three
level scale (BAD-MEDIUM-GOOD) the perceived quality
of the spatialized audio as listened through a pair of semi-
open professional studio headphones [27], when the service
is implemented at the edge of the network as discussed. The
outcoming values have been used as QoE estimation for the
service.

When the client is inside the building, many artifacts on
the received audio channels could be heard, surely caused by
scarce network quality. The overall evaluation on the perceived
quality was mostly BAD (6 BAD, 2 MEDIUM). When the
client, thus the final user, is moved outside the building, almost
in line of sight with respect to the gNB, then the binaural
rendering quality becomes extremely appreciable and none
was able to listen to any particular artifact on the received
sound (overall evaluation was indeed GOOD).



Edge micro
Data Cented

(‘A’)

Multi-access
Edge Computing

Spatial Audio
Application
UE3

Radio Access Network

(RAN) Edge

Core Network

_) Low-Latency link
_) HighLatency Link

Data Center

External Network

Spatial Audio
Application

Data Center

Internet Facilities

Fig. 4. Considered Multi-access Edge Computing Architecture.

We then tried to evaluate the total Round Trip Time from
the HT to the headphones as depicted in Fig. 5.

Since the complete RTT could not be evaluated at the
application level due to the temporary unavailabilty of the
server for the established testing days, we could give a rough
evaluation of the latency by exploiting local data and network
latency computations that we preliminarly carried out.

We conducted a preliminary network testing activity to
characterize the experienced network performance in common
network conditions for the spatial user. We meausured the
RTT between a user connected to a commercial MEC-enabled
5G basestation and the closest MEC node. We performed a
test in an outdoor scenario with the user connected to a 5G
base station at 400m distance. In this scenario we measured
an average latency of 29.85 ms with a standard deviation
equal to 9.44. We then analyzed an indoor scenario with the
user placed inside a building and connected to the same base
station approximately at the same distance. In this case the
measured average latency was equal to 33.60 ms and the
standard deviation 11.56. As expected, the indoor users pays
lower performance due to channel penetration impairments.
This is confirmed by the measured packet loss that was equal
to 2.4% for the indoor user while being 0.9% in the outdoor
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test.

Concerning the applications latency we could record the
following:

1) HT: 7y = 10 ms;

2) Binaural Rendering Classical method: 75, ~ 3 ms;

3) Binaural Rendering Virtual Loudspeakers method: 75, ~

4 ms;
The overall latency can thus be approximated as:

Ttot = Tsa + THT + Tnet (3)

where T,.+ represents the network latency.

Based on the previously presented data on network latency,
and considering that the overall application delay is at most
equal to 14 ms, the total latency has a mean of 47 ms indoor
and 44 ms outdoor. Both of these latency values are in line
with the perceptual tolerability based on [17], but the outdoor
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scenario is the only feasible one for the available network due
to the lower packet loss and thus lower number of perceived
artifacts on the received sound, as previously guessed from
qualitative tests.

It has also to be noticed that the two implemented bin-
aural rendering algorithms do not show signficantly impor-
tant differences in terms of computational delays. We have
instead observed a very high CPU burden for the classical
implementation, which could not be a problem since we are
offloading the computation to the network. What needs to be

IR HRTF Database

readfolder

3D Acoustic field rotation

e

(items)
PITCH ROLL  YAW

Receive from supperware

Sources On/Off

azimuth  elevation distance

Audio Sources position

evaluated is the application latency when more than two sound
sources are to be rendered. In this case, we expect that the
virtual loudspeakers solution would be more efficient since the
number of HRIRs, and thus of convolutions, remains fixed.

V. CONCLUSIONS

In this paper we demonstrated the feasibility of exploiting a
real MEC configuration to implement a spatial audio service at
the edge of the network. Moving from a subjective judgement
of the quality of the experience, we computed the overall
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Fig. 8. Max MSP virtual loudspeakers spatialization algorithm.



latency and demonstrated that under certain conditions it
respects the limits of perception tolerability.

Offloading the computation of a spatial audio service at the
edge of the 5G network offers several advantages, primarily
driven by reduced latency, improved performance, and en-
hanced scalability. At the same time with edge computing, it is
possible to dynamically switch between different spatial audio
algorithms based on network conditions, user preferences or
the need for synchrony with video, which is in turn particularly
important for applications such as augmented reality (AR)
and virtual reality (VR). This adaptability ensures that users
receive the best possible audio experience, as the system can
choose the optimal algorithm for the current scenario in real-
time.

We are aware that MEC paradigm is not only moving
computation and storage resources to the edge but is also
calling for end-to-end network slicing to meet the application
level desired Key Performance Indicators. Up to now, telecom-
munication providers are not able to sell end-to-end network
slices up to the final users but there is significant evidence that
they will do in the future. We plan to implement end-to-end
support within the network owner in the future to demonstrate
benefits of this approach in a real network environment.

Future works also include evaluating the potential of the
offloading procedure when the number of sources to be
rendered increases, in order to give a very first classification of
the performance of different spatial audio algorithms on a net-
worked scenario. It is also fundamental to add the simulation
of a room with its geometrical and absorbing properties. This
is particularly useful in a NMP context to increase immersivity
since players may freely decide to share the same (even
extreme) acoustic environment, but it introduces important
computational issues since in the most basic implementation,
each reflection is to be considered as a virtual sound source
[28].

For reduction of latency, we are also aware that it is funda-
mental to remove all the graphics behind Max and maintain
only an executable file, as well as working on optimization of
parameters such as sampling frequency and Max and Jacktrip
vector size. That is why the plan is to arrive to a stable
configuration, moving to Pure Data and subsequently work
with only the C code.

Another aspect to be considered is the opportunity of
allowing the user to chose the final set up of the spatial audio
rendering, in such a way that also a specific loudspeakers dis-
tribution could properly reproduce the virtual sound sources.
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